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ABSTRACT

Capacity Proportional Unstructured Peer-to-Peer Networks. (August 2009)

Chandan Rama Reddy, B.E., National Institute of Technology Karnataka

Chair of Advisory Committee: Dr. Dmitri Loguinov

Existing methods to utilize capacity-heterogeneity in a P2P system either rely

on constructing special overlays with capacity-proportional node degree or use topol-

ogy adaptation to match a node’s capacity with that of its neighbors. In existing

P2P networks, which are often characterized by diverse node capacities and high

churn, these methods may require large node degree or continuous topology adapta-

tion, potentially making them infeasible due to their high overhead. In this thesis,

we propose an unstructured P2P system that attempts to address these issues. We

first prove that the overall throughput of search queries in a heterogeneous network

is maximized if and only if traffic load through each node is proportional to its ca-

pacity. Our proposed system achieves this traffic distribution by biasing search walks

using the Metropolis-Hastings algorithm, without requiring any special underlying

topology. We then define two saturation metrics for measuring the performance of

overlay networks: one for quantifying their ability to support random walks and the

second for measuring their potential to handle the overhead caused by churn. Using

simulations, we finally compare our proposed method with Gia, an existing system

which uses topology adaptation, and find that the former performs better under all

studied conditions, both saturation metrics, and such end-to-end parameters as query

success rate, latency, and query-hits for various file replication schemes.
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CHAPTER I

INTRODUCTION

Recent measurement study [20] shows that P2P overlay hosts are of varying capacities,

where capacity is defined as the number of requests that can be processed in unit time.

If a P2P system is not capacity-aware, the low-capacity nodes may be overwhelmed by

messages, even when many higher capacity peers in the network are still under-loaded.

Therefore node heterogeneity plays an important role while designing an unstructured

P2P system. In this thesis, we propose a system for maximizing throughput of a

heterogeneous unstructured P2P network by distributing the overlay traffic among

the peers proportional to their capacity.

1.1 Basics

There are three key components of an unstructured P2P system – overlay topology,

search methodology, and replication strategy. In this thesis, we assume an unstruc-

tured P2P network that utilizes random walks (as opposed to flooding [5], [27] or some

hybrid methods [16], [28]) for building these constituents of the system. Accordingly,

based on their purpose, there are three types of random walks: build, search, and

replication respectively. Build walks are used for selecting neighbors in the network.

A P2P node, seeking a new neighbor, starts a build walk with TTL = kb and se-

lects the peer at the end of the walk as its neighbor. The transition probability of

these random walks influences the topology of the resulting overlay. Once the graph

The journal model is IEEE/ACM Transactions on Networking.
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is built, search walks are subsequently used for discovering the desired content. A

P2P node, looking for a file, starts a random walk with TTL = ks and forwards

its query to other peers in the network. This query will be successful if the search

walk passes through a node that shares the required file. To increase query success

rate and achieve redundancy, nodes replicate their shared files to other peers. During

replication, a node i starts a replication walk with TTL = kr and selects one or more

nodes along the walk to hold pointers to all of i’s content. After replication, any query

for node i’s content can also be answered by one of its replicas thereby improving the

query success rate of the P2P system.

Node churn, which consists of peer join and leave events, is common in P2P

networks. During churn, nodes start build walks to restore their lost neighbors,

resulting in extra network traffic. P2P systems should handle churn dynamics without

getting backlogged and thereby inhibiting their ability to perform application-specific

tasks such as searching and replication. To quantify this overlay characteristic, we

define a metric called Build Saturation Point (BSP) as the maximum node departure

rate rc for which the average queue length at nodes E[Q] ≤ c, after a certain fixed

time t, for some constant queuing delay c. Networks with higher BSP experience less

overhead due to churn.

Nodes in a P2P network provide service to other peers by processing their build,

search, and replication requests. The capacity of a node quantifies its willingness to

accept requests from other nodes. Thus, we assume that node capacity Ci limits the

rate of processing of incoming messages and the number of replicas stored at a node.

As random walks generate significant traffic in the network, the maximum rate at

which walks can be completed in the overlay can be used to quantify the overlay’s

capacity. We call this maximum completion rate achieved as the Search Saturation

Point (SSP) of an overlay network. Networks having higher SSP can support higher
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query rates.

A well-designed P2P system should possess build, search, and replication com-

ponents that guarantee close to optimal saturation points and end-to-end parameters

such as query success rates. Next, we discuss the challenges involved in designing

these three components and then outline our proposed system to address those is-

sues.

1.2 Overlay Topology

Some P2P algorithms for heterogeneous networks rely on creating an overlay topology

where the node degree di is linearly proportional to its capacity Ci. But in real

networks, with diverse node capacities [20], this linear dependence often results in

nodes with very large degree. Such high degree may not be feasible in practice due to

the high overhead involved in maintaining a large number of neighbor connections.

Another method [3] to support heterogeneous networks is to match a node’s

capacity with that of its neighbors using dynamic topology adaptation, which involves

nodes constantly replacing their existing neighbors with better ones. Furthermore, in

a P2P network with heavy-tailed lifetimes [26], most of the nodes depart the system

quickly, causing an almost constant capacity-mismatch among neighbors. This may

trigger continuous adaptation resulting in a low BSP for the overlay.

1.3 Search Methodology

Search walks usually constitute a major portion of random walk traffic in the network.

To utilize the heterogeneity of overlay nodes, search load has to be distributed in the

network based on node capacity. To achieve this traffic distribution, existing search

methodologies rely on special overlay properties. For example, building an overlay
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with property di = Ci and then running unbiased search walks on this topology will

result in capacity-proportional search traffic through nodes. But due to churn in

P2P networks, it may be difficult to maintain such special overlays, and the resulting

deviations from the desired topology will reduce the SSP of these systems.

1.4 Replication Strategy

Replication involves maintaining pointers to files shared by other nodes in the network

and responding to queries for any of these replicated files. Therefore, replication

service provided by a node can be treated as an additional load on it. Also in a

heterogeneous network, higher capacity nodes receive more query walks than the

ones with lower capacity. Therefore the replication responsibility should also be

shared according to node capacities. Existing schemes like 1-hop replication [3], in

which replicas are stored on immediate neighbors, rely on the overlay topology to

place higher replication responsibility on high-capacity nodes. As discussed above,

the dependence on a special overlay makes it vulnerable to topology changes due to

churn.

As there is no well-known correlation between file-popularity and the capacity

of nodes sharing the file, 1-hop replication scheme is biased against files shared by

low-capacity peers.

1.5 Our Contributions

In this thesis, we first show the conditions for throughput-optimality in a P2P network

and also provide a framework for achieving it. This framework is then used for

designing our proposed system.

Given the number of nodes n, set of node capacities {C1, C2, . . . , Cn}, average
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degree d and random walk length k > 1, we define a network N and search algorithm

S to be throughput-optimal, if (N ,S) achieves the maximum SSP =
∑n

i=1 Ci/k. We

prove that in a heterogeneous network, this optimality can be realized if the stationary

probability of random walks visiting a node i is

πi =
Ci∑n

j=1 Cj

. (1)

Such walks result in capacity-proportional traffic through nodes in the network.

One of the observations we make here is that, when all nodes in the network are

congested, further increase in the input rate of random walks will decrease the rate

of completion of walks, even though the rate at which individual messages being

processed remains constant.

We then provide a framework called Capacity-Proportional Metropolis-Hastings

(CPMH) for achieving this optimal stationary distribution π. CPMH applies the

Metropolis-Hastings algorithm [4], [13], a Markov chain based sampling method, to

calculate the transition probability of random walks. CPMH does not impose ad-

ditional restrictions on the overlay topology to achieve capacity-proportionality. To

illustrate this, we apply CPMH on various topologies (such as BA [2] and Gnutella

[10]) and show the convergence of random walks to the target stationary distribution

given by (1).

Next, we build a heterogeneous P2P system by designing its three components

– topology, search and replication. We propose an overlay topology called Capacity

Scalable Out Degree (CSOD), in which the out-degree dout(i) of node i is given by

dout(i) = 4 + b15 log10 Cic. (2)

Observe that in CSOD the out-degree is not linearly-proportional to its capacity

and hence it is more scalable, when compared to the overlay topologies presented
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in [25]. Among the topologies evaluated with CPMH walks, CSOD achieves the

fastest convergence to the target π. On this topology, we use CPMH search walks for

achieving capacity-proportional query load among nodes in the network. We call our

resulting system CSOD-CPMH.

To address the drawbacks of existing replication schemes such as 1-hop replica-

tion, we propose a method called CPMH-replication. This scheme uses CPMH walks

for replication and places greater replication responsibility on higher capacity nodes,

without requiring a special overlay topology.

For evaluating our proposed system we have designed a discrete-event simulator

called POSIM. It can be used for analyzing various topology construction methods

and file replication techniques. In POSIM, the simulation scenario can be customized

using various models for node capacities, node lifetimes, query generation and file

popularity. POSIM has a modular architecture which separates the simulation sce-

nario from the P2P system specific components such as neighbor selection and query

propagation. This enables easy extensions to POSIM for simulating new overlay net-

works. POSIM has a multi-level event scheduler which can be optimized for faster

simulations, based on the event generation pattern of the simulated system.

Using POSIM, we perform simulation-based evaluation of the proposed CSOD-

CPMH system and compare its performance with Gia. Simulations show that CSOD-

CPMH has higher SSP = 27.75 walks/s when compared to Gia with SSP = 6.60

walks/s. Higher SSP shows the ability of the proposed system to support higher rate

of random walk traffic than Gia. CSOD-CPMH also has a higher BSP = 40 nodes/s,

which is 100 times that of Gia, quantifying its ability to handle more churn events.

CPMH-replication is evaluated by comparing it with 1-hop replication. The proposed

replication scheme is found to result in up to 20% higher query success rate.

We finally perform end-to-end evaluation of CPMH-CSOD using query metrics
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such as success rate, latency, query-hits and message backlog. CSOD-CPMH system

beats Gia in all these measures for various replication schemes. In a static network

with CPMH-replication, CSOD-CPMH achieves 15% higher query success rate, with

a tenth of query latency, and twice the number of query-hits when compared to Gia.

We also evaluate these networks under churn by simulating Poisson node arrivals with

Pareto lifetimes and find that CSOD-CPMH gets 20% higher query success rate at

half the latency when compared to Gia.

CPMH is shown to achieve the optimal capacity-proportional traffic through

nodes, without requiring any special overlay topology. This property enables an

incremental deployment of the proposed P2P components on existing networks such

as Gnutella.

The rest of the thesis is organized as follows. In Chapter II, we discuss related

work. In Chapter III, we establish optimality of capacity-proportional networks and

in Chapter IV, we describe the CPMH framework and build a capacity-proportional

system using it. In Chapter V, we describe the design of the P2P simulator used in

this research. In Chapter VI, we provide simulation results, and in Chapter VII we

conclude the thesis.
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CHAPTER II

RELATED WORK

Many random walk techniques [1], [7], [8], [17], [23] have been proposed to reduce the

overhead of flooding in unstructured P2P systems like Gnutella [10]. These methods

have been adapted [3], [25] for utilizing heterogeneity commonly observed [20] in

P2P networks. The existing methods rely on special topologies to provide greater

responsibility to high-capacity nodes, in an attempt to increase the throughput of the

system.

2.1 Complete System

Chawathe et al. [3] propose Gia, an unstructured P2P network in which nodes seek

suitable neighbors to match their capacity by a process called dynamic topology adap-

tation, which involves replacing existing neighbors with more suitable options based

on their capacity and degree. In Gia, the rate of adaptation of nodes is controlled by

their satisfaction level, which indicates whether their neighbors have enough capacity

to handle the arriving traffic. In addition to this, Gia uses a flow-control mechanism

to prevent overwhelming of nodes. Routing is performed by deterministically forward-

ing queries to the highest-capacity neighbor with enough flow tokens, thus reducing

the randomness of query walks. To minimize the effect of churn, Gia also defines

complicated neighbor selection rules which make it hard to fine tune and adapt to

networks with different capacity distributions.
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2.2 Individual Components

Prior work in [15], [25] proposes random walk techniques for designing individual

components such as topology and search for a heterogeneous P2P system. However

they do not attempt to optimize the system as a whole, which is our focus in this

thesis.

Vishnumurthy et al. [25] discuss several build and search walk strategies for

heterogeneous networks. In these methods, nodes maintain their out-degree dout(i)

linearly proportional to their capacity Ci and then bias the build walks to achieve an

in-degree din(i) = dout(i). To achieve this degree distribution, their proposed system

Swaplinks uses two kinds of build walks whose transition probabilities, for walking

from node i to j, are given by

p(i, j) =





1/din(i) j ∈ Nin(i),

0 j /∈ Nin(i),

(3)

p(i, j) =





1/dout(i) j ∈ Nout(i),

0 j /∈ Nout(i),

(4)

where Nin(i) and Nout(i) represent set of in- and out-neighbors of the node i respec-

tively. Build walks biased by (3) are used when a new node joins the network. And

when an existing node replaces one of its lost out- or in-neighbors, the walks are

biased by (3) or (4) respectively.

Kwong et al. [15] propose a protocol for building heterogeneous P2P networks,

where a node joining the network starts random walks to preferably connect to nodes

with high capacity per neighbor. In this system, the stationary probability of build
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walks is given by

πi =
Ci/di∑n

j=1 Cj/dj

,

where n is the number of nodes in the network. The transition probability of these

walks is calculated using the Metropolis-Hastings algorithm [13].

2.3 Other

Ferreira et al. [7] propose a protocol which gives probabilistic guarantees for finding

objects in a P2P network. They perform random walks for query and replication of

objects and use the Metropolis-Hastings algorithm for uniform sampling of nodes in

the network. This method does not specifically address the issue of heterogeneity of

nodes in the system.

Additional prior work [6], [22] on P2P networks has also employed the Metropolis-

Hastings algorithm for biasing random walks, but they address entirely different prob-

lems related to unbiased node and data sampling.

Among all these P2P networks, proposed for heterogeneous nodes, Gia [3] is the

only complete system which provides topology construction, search methodology, and

replication strategy. Therefore, during evaluation, we compare our proposed CSOD-

CPMH with Gia.
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CHAPTER III

OPTIMAL NETWORK

In this section, we define an optimal network and provide the stationary distribution

of random walks required to realize this optimality.

3.1 Basics and Assumptions

The P2P systems considered in this thesis use random walks for key overlay operations

such as topology construction, search, and content replication. As a result, a major

part of the overlay traffic is due to random walks, and hence the rate of walks that

can be handled by a P2P system can determine its throughput. Therefore we define

a network to be throughput-optimal if it achieves the maximum rate of completion of

random walks.

As shown in [20], P2P networks are capacity-heterogeneous. Here, the capacity

Ci of a node i is the maximum rate at which it can handle incoming messages.

The traffic distribution among nodes in the network, due to random walks, can be

controlled by the stationary probability π of these walks. If T is the total traffic rate

in the network then the average rate of incoming messages at node i

Ti = πiT, (5)

where πi is the stationary probability for the walks to visit node i. Intuitively, to

achieve maximum completion of random walks in the network, the traffic distribution

among nodes should be proportional to their capacity. In this section, we provide a

simple proof for this.
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Consider a connected, undirected graph G with n nodes. In this network, random

walks are started, which jump according to a Markov chain with transition probability

matrix P . Walks are started from a node i at rate λi and continue for k hops. Let

Λ =
∑n

i=1 λi be the total rate at which walks are started in the network and let M

be the completion rate of walks. At a node i, if Ti > Ci then messages are added

to its input queue which is processed by the node at rate Ci. By its definition, a

throughput-optimal network achieves maximum M =
∑n

i=1 Ci/k, for a given n and

capacity distribution {Ci}. Theorem 1 finds the optimal πi to maximize M .

Lemma 1. Assume that random walks are started at each node with rate λi and

proceed according to a positive irreducible Markov chain with transition matrix P . If

k is larger than the mixing time of P , the following holds

Ti = πi

n∑
j=1

λjk, (6)

where πi is the unique solution to π = π P .

Theorem 1. Assuming k is sufficiently large, the optimal stationary distribution of

random walks is

πi =
Ci∑n

j=1 Cj

. (7)

Proof. Let T (h) be the arrival traffic rate of hop-h walks in the network, then the

rate at which this traffic reaches node i is

Ti(h) =πiT (h), (8)

where 1 ≤ h ≤ k. The rate at which these walks are handled by node i is

µi(h) =





Ti(h) Ti ≤ Ci,

Ti(h)
Ti

Ci Ti ≥ Ci.

(9)
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Completion rate of walks in the network is the rate at which the last hop messages

of walks are handled. Therefore, for random walks with TTL = k, the completion

rate

M =
n∑

i=1

µi(k). (10)

This completion rate is bounded by the rate at which random walks are started

in the network (i.e., M ≤ Λ) and by the total capacity of the nodes in the system

M ≤
∑n

i=1 Ci

k
. (11)

We next show that there exists πi such that M = Λ =
∑n

i=1 Ci/k.

The minimum Λ for achieving maximum M is

Λ =

∑n
i=1 Ci

k
. (12)

But when Λ is more than the total capacity of the network, nodes get backlogged,

and M is reduced when compared to the no-backlog case. Therefore for maximizing

M ,

Λ ≤
∑n

i=1 Ci

k
. (13)

Consider the stationary distribution πo defined as

πo
i =

Ci∑n
j=1 Cj

. (14)

For Λ given by (12), the traffic rate at any node i

Ti = πo
i Λk =

Ci∑n
j=1 Cj

∑n
i=1 Ci

k
k = Ci.

Therefore, none of the nodes in the network is backlogged and the completion
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rate of the random walks

M =
n∑

i=1

µi(k) =
n∑

i=1

πiΛ =

∑n
i=1 Ci

k
.

Since the maximum M is achieved, the stationary distribution πo is optimal. We

next show its uniqueness.

For any other stationary distribution π′ 6= πo, there exist nodes j and m such

that π′j > πo
j and π′m < πo

m. In this case, j is backlogged and therefore the completion

rate at j

µj(k) =
T ′

i (k)πj

T ′πj

Cj ≤ Cj

k
, (15)

since T ′(k)/T ′ ≤ 1/k.

Similarly, for fixed Λ, the completion rate at m

µm(k) = π′mT ′(k) < πo
mT (k) ≤ Cm

k
, (16)

where T ′(k) ≤ T (k) due to backlog.

Therefore the maximum M is not achieved with π′, making it suboptimal. Hence,

M is maximized if and only if (7) holds.

Based on the stationary distribution π achieved by its random walks, a P2P

system supports certain maximum walk completion rate M . We next use this property

to quantify the capacity of P2P systems in supporting their search walks.

3.2 Search Saturation Point

End-to-end metrics like query success rate depend on various components of a P2P

system such as peer topology and replication strategy. Therefore to evaluate an

overlay network we need a metric which is independent of the file-replication strategy.

For this purpose, we define a new metric, we call Search Saturation Point (SSP), to
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express the capacity of an overlay topology in supporting its search walks.

Consider an overlay graph G with n nodes having capacity distribution {Ci} and

an average node degree d. In this network, random walks of length k are started

from randomly selected nodes. Let Λ be the rate at which these walks are started

and M be the completion rate of the walks. In such a network, as Λ increases, M

also increases till a certain point where the network is saturated. Beyond this point,

increase in Λ increases the message backlog at nodes and decreases M . We define the

unique maximum rate of completion of random walks M achieved in a given overlay

G as its SSP .

SSP = max
Λ

[M ]. (17)

In a P2P system using search walks, SSP quantifies the overlay’s ability to sup-

port search traffic. Unlike graph properties such as expansion (λ2), which character-

ize its topological properties, SSP is a more direct measure of the overlay’s effect on

queries which are run over it. During evaluation, we perform simulations to obtain

SSP of various P2P networks.

3.3 Centralized Construction

While comparing different overlays using SSP we need a standardized bound to get

the measure of the results. For this purpose, we create an optimal network (OPT)

which has the maximum SSP for a given capacity distribution {Ci}. In this section,

we outline a centralized construction of OPT using Algorithm 1.

To obtain optimal stationary distribution πo, we first construct a network in

which di = Ci. Then running unbiased random walks on this network will result in
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stationary distribution

πi =
di∑n

j=1 dj

=
Ci∑n

j=1 Cj

= πo
i .

Algorithm 1 Create Optimal topology

1: C ← capacities of n nodes.

2: for each node i do

3: di ← C[i] . Required degree.

4: AS ← C . Available neighbor slots.

5: for each neighbor j of node i do

6: AS[j] ← 0 . Avoid duplicate edges.

7: end for

8: AS[i] ← 0 . Avoid self loops.

9: tas =
∑n

j=1 AS[j] . Total available slots.

10: while (di > 0 && tas > 0) do

11: r ← getRandomNode(AS) . Biased by AS.

12: addEdge(i, r)

13: AS[r] ← 0 . Update available slots.

14: tas ← tas− C[r]

15: C[r] ← C[r]− 1 . Update unsatisfied degree.

16: C[i] ← C[i]− 1

17: di ← di − 1

18: end while

19: end for

Algorithm 1, first populates node capacities C generated from the given distri-

bution {Ci}. Here, for each node i, the goal is to select di = Ci neighbors from the
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Table I. Capacity Distribution of Nodes

Capacity Fraction

1 0.65

10 0.3

100 0.049

1000 0.001

available neighbor slots AS. While choosing neighbors of i, self-loops and duplicate

edges are prevented by not considering the available slots of i (Line 8) and its existing

neighbors (Lines 6, 13). Using this AS vector, a random neighbor r is selected in

Line 11 with probability

p(r) =
AS[r]∑n
j=1 AS[j]

,

which ensures that the generated graph is random, and nodes requiring high-degree

get sufficient neighbors. This step is continued till no more available slots are left or

the required degree di is met.

The graphs constructed using Algorithm 1 have di ≈ Ci. For generating graphs

with exact degree distributions one can use randomized variations of Havel-Hakimi

algorithm [9], [24]. But unlike these methods, which are designed to guarantee con-

nectivity and degree distribution, Algorithm 1 is faster and simpler due to its relaxed

constraints. This algorithm can also produce graphs with a degree distribution close

to the required distribution, even when the exact target degree-set is infeasible.

Algorithm 1 is applied to construct networks with 10, 000 nodes having capacity

distribution as shown in Table I, which is obtained by prior measurements [20] of the

Gnutella network. The target degree of nodes is twice their capacity, i.e., di = 2Ci.

In these simulations, Algorithm 1 generated connected graphs with the desired set of
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Fig. 1. Capacity-proportionality in OPT.

node degrees di = 2Ci. In Figure 1(a), observe that E[di] = 2Ci. Figure 1(b) shows

the capacity-proportional traffic achieved by performing unbiased random walks on

this OPT network.
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CHAPTER IV

DESIGNING CAPACITY-PROPORTIONAL SYSTEM

The previous section shows that in a throughput-optimal network, random walks

have capacity-proportional stationary probability given by (7). This section provides

a framework for designing these optimal random walks. This framework is then used

to build the components of our proposed P2P system.

4.1 CPMH Framework

The stationary distribution π of random walks depends on their transition probability

P , and the overlay topology Γ on which they are started. Therefore to achieve a

particular π, one can construct overlays with special properties, such as di = Ci, and

run random walks with certain P on these networks. But in a P2P network under

churn, maintaining such special overlays is challenging. Therefore it is desirable to

design a P which achieves the desired π, without requiring a certain topology. In this

direction, we use the Metropolis-Hastings algorithm, a Markov chain based sampling

method [4], [13], to find P , which achieves the optimal capacity-proportional πo. We

call this technique Capacity-Proportional Metropolis-Hastings (CPMH).

In CPMH, the next transition of a random walk, currently at node i, is found in

two steps. First, one of the neighbors j of node i is selected as a candidate-transition

based on probability

q(i, j) =





Cj/
∑

x∈N(i) Cx j ∈ N(i),

0 j /∈ N(i),

(18)
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where N(i) is the set of neighbors of node i.

Next, the random walk transitions to the above selected node j with probability

α(i, j) or stays at node i with probability 1−α(i, j), where the acceptance probability

α is given by

α(i, j) =





min
(
1,

∑
x∈N(i) Cx∑
x∈N(j) Cx

)
j ∈ N(i),

0 j /∈ N(i).

(19)

4.1.1 Self Transitions

In CPMH, self transition of a walk at node i occurs, when a selected candidate

transition (i → j) is rejected, with probability 1 − α(i, j). From (19), observe that

the acceptance probability α(i, j) is low for transitions from a high-capacity node i to

a low-capacity node j. Therefore, when a random walk hits a high-capacity node in

its path, it is likely to undergo self-transitions and stay there. But in a real network,

these self-transitions are just virtual hops and do not count toward network traffic.

Hence, the actual length of random walks passing through high-capacity nodes is

shorter. If the replication scheme ensures that high-capacity nodes in the network

share more resources, then walks passing through these high-capacity nodes may need

to visit fewer peers to get the required number of query hits. Therefore the TTL of

CPMH walks is implicitly adapted based on the capacity of nodes visited.

4.2 Topology Construction

In this section, we describe the overlay topology of our proposed system. In this

network, a new node i joining the system will start dout(i) build walks for selecting its

out-neighbors among existing peers. The desired out-degree dout(i) of node i is given
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by

dout(i) = a + bb log10 Cic, (20)

where a and b are constants. During simulations, we use a = 4 and b = 15 to achieve

an average degree equal to that of other networks evaluated in this thesis.

In (20), observe that the out-degree of a node is not linearly proportional to its

capacity and therefore it scales well in networks with wide-range of node capacities.

Hence we call this topology Capacity Scalable Out-Degree (CSOD).

The build walks used here are unbiased random walks, as in BA [2], which is a

network model for constructing graphs with heavy-tailed degree distribution. Instead,

if CPMH walks are used for construction, it results in nodes with in-degree linearly

proportional to their capacity. Such high degree may not be feasible in practice,

due to the overhead involved in maintaining a large set of neighbors. We assume

that, in a P2P network, the build traffic is insignificant compared to the volume of

search. Therefore the use of unbiased build walks has little effect on the capacity-

proportionality of traffic through nodes in the network.

Figure 2(a) shows the average node degree in a 10, 000 node CSOD network

having capacity distribution given by Table I. Figure 2(b) shows the average traffic

through nodes in this network, due to CPMH walks of TTL = 1024. Observe that

the node degree in the network is scalable with capacity but the traffic through nodes

is still capacity-proportional.

4.2.1 CPMH Walk Convergence

CPMH does not require a special topology such as CSOD for achieving capacity-

proportionality. To illustrate this, we show the convergence of CPMH walks to the

optimal stationary distribution πo, in topologies such as BA [2] and Gnutella [10],
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Fig. 2. CPMH walks on CSOD topology.

which do not consider node capacity during construction.

To measure the convergence of random walks, a difference metric, defined in [30],

is used. If {x1, x2, . . . , xm} be the set of unique capacities of nodes in the network,

then the convergence error of CPMH walks is given by

c =
1

2

m∑
j=1

∣∣∣∣∣

∑
i|Ci=xj

Ti∑n
i=1 Ti

−
∑

i|Ci=xj
Ci∑n

i=1 Ci

∣∣∣∣∣. (21)

On the evaluated topologies, CPMH walks are started at 50 walks/s. The TTL

of these walks is varied and the convergence c is calculated after 1000 s of simulation.

Using the above metric, we consider walks to be converged when c ≤ 0.01. Table

II shows the minimum TTL required to achieve convergence of CPMH walks on

various topologies. Observe that the capacity-aware CSOD topology achieves faster

convergence to πo than Gnutella and BA networks.
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Table II. Convergence TTL for CPMH Walks

Topology TTL

CSOD 50

Gnutella 620

BA 640

4.3 Search Methodology

In our proposed system, CPMH walks are used for propagating search requests. In

this network, a node i, looking for a file, will start a search walk of TTL = ts. When

this walk passes through a node containing the required file, a query-hit message is

sent back to i. The search walk would continue in the network till its TTL reduces

to 0 or the maximum number of query-hits, specified by the query-initiator i, are

reached. For a query to succeed, it should result in at least one query-hit message.

As CPMH walks are used for query propagation, the search load in the proposed

system is capacity-proportional.

To indicate the topology, and the type of search walks used, we call the proposed

system CSOD-CPMH.

4.4 Replication Strategy

In a P2P network, file replication involves storing replicas of shared files in other

nodes. Replication is used to improve the query success rate and reduce the query la-

tency by making the shared files available in the path of search walks. The replication

scheme determines the replica node selection criteria followed by a P2P node. One-

hop [3], and random-walk replication [7], [21] are the two most common replication
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schemes used in unstructured P2P networks. To ensure a capacity-proportional distri-

bution of replication load in the network, we propose to use the random-walk replica-

tion scheme with CPMH walks and call this strategy CPMH replication (CPMH-rep).

In this scheme, to achieve a replication factor r, every node starts a CPMH walk with

TTL = kr. This walk first transitions for hf hops and then starts replicating at

every unique node visited, till the required replication factor r is achieved or its TTL

reduces to 0. The value of hf depends on the mixing time of random walks on the

network.

Unlike 1-hop replication which requires capacity-proportional degree distribu-

tion, CPMH-rep does not depend on any special topology for achieving capacity-

proportional replication load. Therefore, CPMH-rep ensures the desired replica dis-

tribution even in dynamic networks under churn.

Since there is no well-known correlation between file popularity and capacity of

nodes sharing a file, 1-hop replication scheme is biased against files shared by low-

capacity nodes. Random-walk replication schemes, such as CPMH-rep, overcome

this problem by ensuring equal replication of files shared by all nodes in the network,

irrespective of their capacity.
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CHAPTER V

SIMULATOR

For evaluating the proposed P2P system and to compare it with existing networks, we

have built a simulator called POSIM (P2P Overlay SIMulator). One of the possible

problems faced while evaluating an existing system is the difficulty in reproducing

its results due to unavailability of the simulator used, or lack of a good description

of the simulator and the simulation scenario [18]. We intend to avoid this problem

by making POSIM freely available along with necessary documentation [19]. In this

section, we briefly describe the features of POSIM and evaluate it using the criteria

proposed by Naicken et al. in [18].

5.1 Architecture

POSIM can be used to construct and evaluate different overlay topologies. Figure

3 shows the modular architecture of POSIM. It clearly separates the simulation sce-

nario from the neighbor selection and query criteria. The simulation scenario can be

defined using the capacity and lifetime distribution of nodes, popularity distribution

of shared files and query distribution among peers. There are different modules for

customizing these simulation parameters. In our simulations, we use Pareto distribu-

tion for node lifetimes and shared file popularity [29], and start queries as a Poisson

process. The neighbor selection and query forwarding rules depend on the P2P sys-

tem that is simulated and can be customized by defining a suitable Node module.

We have implemented nodes for OPT, CPMH and Gia systems, which can be ex-

tended for other networks by selectively overriding event-handlers for AddNeighbor,
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Fig. 3. Architecture of POSIM.

AcceptNeighbor, Query and QueryHit events. This makes it easy to simulate new

P2P systems using POSIM.

5.2 Event Handling

POSIM is a discrete-event simulator in which all operations are performed in the

event-handlers of various modules. Figure 4 shows a typical event handling cycle.

First, Simulator gets the current event to be handled from Event Scheduler and passes

it to the corresponding Node for processing. Then Node compares its load with its

capacity and either handles the event or reschedules it for future processing. New

events generated by Node during event handling are passed back to Simulator. Also,

every event handled is passed through Report Handler module which is responsible

for maintaining simulation statistics and updating the log files. In the end, all new
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Fig. 4. Event handling mechanism in POSIM.

events generated in this cycle are scheduled by Event Scheduler.

Unlike most of the existing P2P simulators [18], which are written in Java,

POSIM is implemented in C++. The core of POSIM is an event scheduler responsible

for scheduling millions of events generated by various modules of the simulator. A

simple event scheduler can be realized by a min-heap implementation of a priority

queue. But while building POSIM, we observed that the scheduler’s performance can

be improved by separating coarse and fine-grained events using 2-level or multi-level

event schedulers. Our 2-level scheduler has 2 min-heaps to store scheduled events. In

this scheduler, if the event to be scheduled is within δ time from the previous event,

it is inserted into the first heap. If the event is more distant, then it is stored in the

second heap. For processing a scheduled event, the earliest event from the two heaps

is selected.

Figure 5 shows the data structure of the multi-level scheduler. It consists of n

min-heaps, which store scheduled events in successive time intervals of length ∆. If

an event to be scheduled does not fall into one of these n time slots, then it is inserted

into an unsorted list of future events. When all these heaps become empty, the future

events in the next n∆ time slot are inserted into the n heaps. Use of multiple heaps
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Fig. 5. POSIM’s multi-level event scheduler.

reduces the number of elements m in a heap and therefore the insertion time of an

element O(log m) and extraction time of the minimum element O(log m) are also

reduced.

5.3 Bootstrapping

Bootstrapping is a mechanism through which a newly joined node learns about ex-

isting peers in the P2P network. GWebCache [12], [14] is a centralized bootstrapping

mechanism used by various Gnutella clients. POSIM also simulates the GWebCache

system as shown in Figure 6. When a Node is initialized, it contacts GWebCache

to get the bootstrap nodes for populating its local host-cache. Nodes also frequently

update their host-cache by exchanging ping and pong messages with their neighbors

as described in [3]. Entries in GWebCache are refreshed by nodes making the boot-

strap requests. In our simulations, we limit the cache size to 1000 entries and perform

random cache eviction when it is full.

5.4 Output

Most of the simulation parameters in POSIM can be configured through property

files and so it requires little code change to simulate different scenarios. During

simulations, one can collect query statistics like success percentage, latency (first
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query hit time), and the average number of query hits. In addition to these end-

to-end metrics, POSIM also supports evaluation of overlay topology using evolution

and distribution of node degree, traffic and congestion (message backlog) at nodes,

saturation points, and spectral properties (λ2 of the overlay graph). POSIM also

supports visualization of overlay graphs using Graphviz [11] by generating the .dot

representation.

With these features and its extensible design, POSIM can be used to simulate

new P2P systems enabling their direct comparison and critical evaluation of the

CSOD-CPMH network proposed in this thesis.
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CHAPTER VI

EVALUATION

In P2P systems using random walks for searching content in the network, user-

perceived metrics like query success rate can be maximized in two stages – 1) building

an overlay topology that supports high random walk completion rates, and 2) design-

ing a suitable replication scheme that ensures that shared files are present in paths

of these random walks, with high probability. On these lines, we follow a two-step

evaluation process, where we first compare the topology of various P2P networks in

supporting their search walks using SSP and then use end-to-end metrics to measure

the performance of these networks for different file replication schemes.

In this section, we perform a simulation-based evaluation of the proposed CSOD-

CPMH network and compare it with Gia-biased, OPT-unbiased, and CSOD-biased

systems. The naming convention followed here is: {topology}-{search walk}. For

example, the Gia-biased system uses the Gia topology, which is evolved by dynamic

topology adaptation [3], and capacity-biased search walks whose transition probability

is given by

p(i, j) =





Cj/
∑

x∈N(i) Cx j ∈ N(i),

0 j /∈ N(i).

(22)

The OPT-unbiased system has the optimal topology constructed using Algorithm

1, and it uses unbiased walks for searching. As this system achieves optimal stationary

distribution πo, it is used as an upper bound while comparing various P2P systems.

The performance of CSOD-biased is also measured to evaluate the need for CPMH

search walks in the proposed CSOD-CPMH system.
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Flow-control in P2P systems is an additional mechanism to prevent message

backlog at nodes, but its benefits may be independent of the overlay topology and

the search strategy used. In this thesis, we focus on evaluating the effect of topology,

search and replication mechanisms on the throughput of P2P networks and so we

have not implemented flow-control mechanism in any of these systems.

6.1 Topology Evaluation

In this section, we perform simulations to calculate Search Saturation Point (SSP),

as defined in Section 3.2, of various overlay topologies.

In these simulations, we use search walks with ks = 1024 on networks with 10, 000

nodes having capacity distribution shown in Table I. In our experiments, to find SSP

of a network, we perform a binary search by varying the query rate Λ and measuring

the corresponding completion rate M . In every simulation, for a given Λ, the network

is allowed to stabilize before noting the corresponding M . Here, a network is said

to be stabilized if for 3 successive intervals, each of length 100 seconds, the rate of

completion of walks is within 5% of the previous completion rate. Figure 7(a) shows

this stabilization of M observed in the OPT-unbiased system, and Figure 7(b) plots

the SSP. Observe in the figure that the globally unique maximum M is 33.05 walks/s,

hence for the OPT-unbiased network SSP = 33.05.

Table III compares SSP of evaluated overlays. Observe that OPT-unbiased has

the highest SSP because, as discussed in Section 3.3, it achieves capacity-proportional

traffic through its nodes. The proposed CSOD-CPMH has higher SSP than Gia-biased

and CSOD-biased. Gia’s topology adaptation ensures that high-capacity nodes have

higher degree, but it does not achieve perfect capacity-proportionality, resulting in a

low SSP. CSOD-biased also has lower SSP when compared to CSOD-CPMH because
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Fig. 7. SSP of OPT-unbiased system.

CSOD-biased uses capacity-biased search walks, which do not result in capacity-

proportional traffic, unlike the CPMH walks of CSOD-CPMH.

6.2 Replication Schemes

To evaluate the proposed CPMH replication, it is compared with 1-hop and no repli-

cation schemes. The replication factor for 1-hop replication scheme r = E[di] = 20.

For achieving this replication factor, during CPMH-rep, a node starts a replication

Table III. Search Saturation Point

Name SSP

OPT-unbiased 33.05

CSOD-CPMH 27.75

Gia-biased 6.60

CSOD-biased 5.94
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Fig. 8. Effect of file replication on query success rate.
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walk with initial forwarding length hf = 50 and TTL kr = 200. The replication

load of a node is captured by limiting the number of replicated files at a node by its

capacity.

Figure 8 shows the effect of replication on query success rate in various P2P net-

works. Here, queries are random walks with TTL = 200 and are said to be successful

if they result in at least one query-hit before termination. In these simulations,

shared files are distributed and queried based on their popularity, which is drawn

from a Pareto distribution with shape parameter α = 3 and expected popularity

E[P ] = 0.001. In Figure 8, observe that query success rate improves with repli-

cation and also that CPMH-rep is more effective than 1-hop. In the OPT-unbiased

network di = 2Ci, making 1-hop replication capacity-proportional. Therefore in OPT-

unbiased, 1-hop replication matches the performance of CPMH-rep. However in other

topologies such as Gia, CPMH-rep achieves up to 20% increase in query success rate

when compared to the 1-hop scheme.

6.3 Static Network

We now use these replication strategies in various networks and compare the resulting

systems using end-to-end metrics such as query success rate, latency, query hits, and

message backlog.

6.3.1 Query Success Rate

A query is said to be successful if it results in at least one query-hit. Figure 9

compares P2P systems using the query success metric. Observe that OPT-unbiased,

which has a centralized construction, achieves the highest query success rate in all

three replication scenarios and acts as an upper bound for comparison. The proposed
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Fig. 9. Query success rate.
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CSOD-CPMH achieves close to optimal query success rate under CPMH-replication.

Due to the capacity-proportionality realized in CSOD-CPMH, it balances the load in

the network and maintains a steady success percentage even at higher query rates.

This can be noticed by comparing it with CSOD-biased, which does not employ

capacity-proportional CPMH walks. When compared to Gia, CSOD-CPMH is up to

15% and 25% more successful with CPMH-rep and 1-hop replication respectively.

6.3.2 Query Latency

Query latency is the time to get the first result for a query. It shows the responsiveness

of the P2P system to the user, with lower latency indicating better responsiveness. In

these simulations, we measure the average query latency of all the successful queries

at a given Λ. Figure 10 compares different networks using query latency measured in

seconds. Observe that CSOD-CPMH has lower query latency than Gia and CSOD-

biased networks. With CPMH replication, one can get up to 10 times faster query

responses in the CSOD-CPMH network when compared to Gia.

The OPT-unbiased network has higher latency than CSOD-CPMH. This is be-

cause OPT-unbiased uses unbiased query walks which may visit low-capacity nodes

earlier in their path when compared to CPMH walks. Also, OPT is designed for

maximizing query completion rate and is not guaranteed to have minimum query

latency.

6.3.3 Query Hits

Total number of query-hits returned for all the queries started in a network can

also be used as an end-to-end metric to compare different P2P systems. In these

simulations, there is no limit set on the number of query-hits per query. Figure 11

shows the comparison using this metric. In all three schemes, the OPT-unbiased
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system achieves the highest number of query-hits followed by CSOD-CPMH, which

gets up to twice the number of hits compared to Gia-biased. This shows that more

files can be discovered in a P2P system if the distribution of files and the query traffic

is capacity-proportional.

6.3.4 Message Backlog

In these simulations, we also measure the average number of messages backlogged,

i.e., waiting to be processed, at the nodes in the network. A node’s capacity limits

the number of messages it can process in a second. When a node is overloaded, the

incoming messages are added to an input queue of infinite length. For equal query

rates, the network topology achieving better capacity-proportional traffic distribu-

tion would have less backlog at its nodes. Figure 12 compares the average message

backlog for the four networks. Observe that CSOD-CPMH and OPT-unbiased net-

works, which achieve capacity-proportional traffic distribution, have lower backlog

when compared to Gia-biased and CSOD-biased. CSOD-CPMH has a slightly lower

backlog than the OPT-unbiased network due to lower total traffic in CSOD-CPMH

as a result of self-adjusting search walks, as discussed in Section 4.1.1 of Chapter IV.

6.4 Dynamic Network

Node churn is a common characteristic of existing P2P networks. This involves peers

leaving the network and rejoining at a later time. In this section, we first describe

the churn model used and then define a metric called Build Saturation Point (BSP)

to quantify the overhead incurred by P2P networks due to churn. We finally evaluate

the P2P systems under churn, using the end-to-end metrics defined in the previous

section.
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6.4.1 Churn Model

Measurement studies [26] have found that P2P nodes have heavy-tailed lifetimes. To

measure the effect of churn on P2P networks, we have simulated nodes with Pareto

lifetimes. In our simulations, we initially construct an overlay of 10, 000 nodes and

then start churn events in this network. During the churn stage, new nodes with

Pareto lifetimes arrive as a Poisson process. To keep the expected node count in the

network constant, we match the node arrival and departure rates. If E[L] is the mean

node lifetime, then the departure rate of a node = 1/E[L] and that of a system with

n nodes is rc = n/E[L].

In these simulations expected node lifetime E[L] = 10, 000 seconds with Pareto

shape parameter α = 3. Therefore in the network with 10, 000 nodes, the departure

rate of the system (or churn rate) rc = 1 node/s. To match this rate, the node arrival

events have an exponential inter-arrival delay X with E[X] = 1/rc. Figure 13 shows

the evolution of node degree and system size of a CSOD-CPMH network under this
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churn model. In the first 10, 000 seconds, the initial topology of 10, 000 nodes is

created and then churn is started as described in the model above.

6.4.2 Build Saturation Point

In a P2P network under churn, the incoming nodes seek new neighbors, and the

existing peers in the network may try to replace their departed neighbors. Therefore

increase in the churn rate rc, achieved by decreasing E[L], increases network traffic.

And at higher rc, nodes in the network get backlogged. Let E[Q] be the average

queue length at nodes in the network after certain time t. To quantify the capacity of

a P2P topology in handling churn, we define a metric called Build Saturation Point

(BSP) as the maximum rc for which E[Q] ≤ c, after a certain fixed time t, for some

constant c. Clearly, higher BSP indicates better ability of a network to handle churn.

In the simulations for calculating BSP, t = 1000 seconds and backlog threshold

c = 1 second are used. In Figure 14, observe that BSP of the proposed CSOD topology

is 100 times that of Gia. Table IV compares BSP of Gia and CSOD topologies. Higher

BSP of CSOD indicates lower build traffic observed in it. Gia nodes are selective while

accepting neighbor requests, which may result in nodes with unsatisfied degree. Such
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Table IV. Build Saturation Point

Topology BSP (nodes/s)

Gia 0.4

CSOD 40

nodes start more build walks to get sufficient neighbors to maintain their connectivity.

This snow-balls into a large build traffic under churn, resulting in a low BSP for Gia.

6.4.3 End-to-end Metrics

In these simulations, we construct 10, 000 node networks and then start churn. Af-

ter 1, 000 seconds of churn, we start queries at a rate Λ and run the simulation for

500 seconds. Figure 15 compares these P2P networks under churn, using our end-to-

end query metrics. Observe that CSOD-CPMH beats Gia-biased in all three metrics

achieving 20% higher query success rate at half the latency. CSOD-CPMH has also

resulted in significantly higher query hits than Gia-biased. This shows the ability of

the proposed CSOD network in handling churn without performing topology adap-

tation as in Gia. Also Figure 15(d) shows the very high overhead incurred by Gia,

even at low query rates, due to its dynamic topology adaptation.

6.5 Incremental Deployment

In this section, we evaluate the effect of deploying CPMH query walks on existing

Gnutella network. Figure 16 compares the performance of Gnutella-CPMH with

Gia-biased. Observe that, at higher query rates, CPMH walks on Gnutella network

would result in higher performance than Gia-biased. Gnutella-CPMH has slightly

higher query success rate and query hits, but it has 50% lower latency and a third of
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message backlog when compared to Gia-biased. These results show the advantage in

incremental deployment of CPMH query walks on the existing Gnutella network.
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CHAPTER VII

CONCLUSION

This thesis has proved the optimality of capacity-proportional networks in supporting

heterogeneity in P2P systems. We provide a framework called CPMH, for achieving

the desired capacity-proportionality without requiring construction of a special over-

lay topology. Using this framework we propose CSOD-CPMH, an unstructured P2P

system for heterogeneous nodes. We have built POSIM, a discrete-event simulator

for overlay networks and have used it for evaluating our proposed system. We define

two saturation metrics for quantifying the topological characteristics of a P2P system

in supporting random walks and to measure its ability to handle the overhead due to

churn. The simulations have shown that CSOD-CPMH has higher saturation points

and performs better than Gia in terms of end-to-end metrics such as query success

rate for different replication schemes.

As a future work, we consider implementing a CPMH client and study the issues

involved in random walk techniques in real networks.
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