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Abstract One of the characteristics of video packets that does not
match the best-effort service is that they often carry infor
Video streaming is becoming an increasingly important parnation of differentimportance. Thus, video applications can
of the present Internet. To guarantee a high-quality stiegm clearly differentiate between the more-important and &4
environment to end users, many video applications require important packets. In all layered video coding schemes, the
strict form of network QoS that is not available in the prasenbase layer is more important than the enhancement layer. Fur
Internet. Thus, to supplement the best-effort model ofiegis thermore, the lower sections of the enhancement layer are mo
networks, we study a new video streaming framework that dmportant than the higher sections because their loss rende
lows applications to mark their own packets with differerit p all dependent data virtually useless. Thus, treating @ewi
ority and use multi-queue congestion control inside rositer packets equally (as in the current best-effort Internetiplip
effectively drop the less-important packets during buffeer- |eads to significant quality degradation during packet brss
flows. We describe priority AQM algorithms that provide “op-low useful throughput during congestion, both of which eaus
timal” performance to video applications under arbitrargth  video streaming to become unappealing in practical setting

work loss and study a variation of Kelly’s congestion cohimo With the presence of unequal importance among video

combination with our framework. We call the combined arChipackets, the first goal of this work is to achieve *high end-

tecture PELS Partitioned Enhancement Layer Streaming user utility,” which means that the majority of packets the
transmitted across the bottleneck link must carsgfulinfor-
mation that can be decoded by the receiver. In video applica-
1. Introduction tions that use motion compensation and variable-lengtingod
(VLC), a single lost packet in the base layer may affect sev-
Typical video applications transport multimedia data thagral frames and render them all useless even though some of
are highly sensitive to quality-of-service (QoS) charesties them arrive to the receiver without any loss. Furthermdre, t
(e.g., delay or packet loss) of their end-to-end path arehoft- enhancement layer is not immune to packet loss either since
quire better than simply best-effort services from the wekw strong dependence between the coded data allows packet loss
before they can offer a high-quality streaming environntent to affect consecutive chunks of data that are significaatiyer
end users. In response to this demand, significant resefrchtBan those actually lost in the network. Hence, even under mo
fort went into improving the best-effort model of the curren erate packet loss, the bottleneck link may be used to tramsmi
Internet [2, 4, 6, 7, 10, 32]. large number of packets that eventually get dropped by the de
One dimension of this related work supplements the bestoder.
effort model with network QoS that guarantees a “better than |n addition to high utility, many interactive applications
best-effort” performance to end flows (these methods Igose{such as video telephony) further require low end-to-end de
fall under the umbrella of DiffServ [2, 4]). The other, morejays to deliver high application-layer performance to tiseru
recent dimension includes various Active Queue Managemengditional problems with delays arise during retransnoissif
(AQM) algorithms [6, 7, 10, 11, 20, 32] that are able to projost packets since all video frames have strict decoding-dea
vide QoS services to the flows with much less overhead thaifles. During heavy congestion (especially along path# wit
the more traditional mechanisms like DiffServ or IntSer [3  |arge buffers), the RTT is often so high that even t&gans-
However, none of the existing QoS methods provide a scahitted packets are dropped in the same congested queues [21].
able, low-overhead, low-delay, and retransmission-frieé- p As a result, the receiver in such scenarios must ask for phelti
form required by many current real-time streaming applicaetransmissions of each lost packet, which often cause®the
tions. To fill this void, this paper investigates novel AQM al transmitted packets to miss their decoding deadlines., ks
gorithms that not only can provide a provably “optimal” per-second goal is to provide @transmission-fre@etwork ser-
formance under random loss, but also possess very low impl@ce to video flows. This direction generally aligns well kit
mentation complexity. FEC-based approaches, except our goal is to avoid all band-
width overhead associated with error-correcting codesoand
+  This work was supported in part by the NSF under grant ANIZ3&1L. cupy network channels only with the actual video data.




To improve the quality of video delivered over the Inter-MPEG-4 FGS for video streaming and use several compu-
net, we investigate a new streaming framework in which eadhationally intensive packet prioritization schemes, bigoa
application marks its own packets with different priostignd  without studying network support of the proposed architec-
uses AQM inside routers to effectively drop the less-imaatrt ture.
packets during congestion. Such preferential (insteacof r  Among non-DiffServ methods, Kuzmanowt al. [19] pro-
dom) dropping of packets allows the application to maintaipose TCP-LP, which provides a TCP-like low-priority ser-
a much higher quality of video for the end user compared teice that seeks out bandwidth left-over from the high-ptyor
similar scenarios in a best-effort network. We also find that streams. Tangt al.[33] present a video streaming protocol that
use of multi-queue AQM allows scalable video applicatians tuses low-priority dummy packets to probe for new bandwidth.
maintain high useful link utilizatiowithout retransmitting any The dummy packets are sent only upon packet loss and only
of the lost packetsr sending any error-correcting codes. Thusfor the duration of one round-trip delay. Hurleyal.[13] pro-
we achieve both goals of high utility and low end-to-end depose ABE (Alternative Best Effort) that requires applioas to
lay. choose between two conflicting types of service (i.e., low de

While our implementation relies on Kelly’s utility-basedlay or low packet loss). A similar approach is used in BEDS
controllers [17], it is important to realize that the propds (Best Effort Differentiated Service) [8].
framework can be used with any congestion control (inclgdin  Finally, we should note that Internet-2's QBSS (QBone
end-to-end methods such as AIMD, TFRC, or even TCP) arfscavenger Service) [28] is similar to our approach as it pro-
can be deployed in the current Internet with minimum modifivides service differentiation by allowing end flows to mark
cations to the existing infrastructure. their own packets with the low-priority bit. However, thercu

The rest of paper is organized as follows. Section 2 dissusseent QBSS does not support more than two priorities or direct
the background and related work. Section 3 presents an anlaénefit video traffic.
ysis of video streaming in best-effort and AQM environments
Section 4 describes the proposed video streaming framewcglp Active Queue M anagement
including FGS-layer packet marking techniques and optimal
router queue management mechanisms. Section 5 studies conActive Queue Management (AQM) schemes perform spe-
gestion control applied to the proposed framework. Sedioncial operations in the router to achieve better performdarce
discusses simulation results and Section 7 concludes the ad flows. These operations include dropping random packets

per. (e.g., RED), re-arranging the order in which packets areeser
(e.g., WFQ), and randomly marking packets from more aggres-
2. Background and Related Work sive flows (e.g., ECN). While WFQ focuses on providing fair-

ness to competing flows [6, 32], RED/ECN attempt to avoid
Many studies are conducted to improve the best-effotongestion by randomly dropping or marking packets with a
model of the current Internet by supplementing it with neteertain probability that increases with the level of cortiges
work QoS. Some of them focus on AQM [6, 7, 10, 32] that prof7, 10, 11]. As such, these methods are not specificallyriilo
vides unequal treatment to flows, while others range from ofe multimedia applications and thus cannot directly improv
fering hard guarantees in the form of IntServ [3] to more-scakideo quality of Internet streaming.
able models such as DiffServ [2, 4]. We briefly overview some Additional studies combine congestion control with AQM

of the more recent and promising approaches. to provide robust and smooth controllers since routers can
detect network conditions more accurately than end systems
2.1. Priority QoS Methods Lapsleyet al. [20] study optimization-based congestion control

and propose router-based Random Early Marking (REM) that

Several studies investigate the performance of videorstreaworks with cooperating end-flows to maximize their individ-
ing over the DiffServ architecture. Gurses al. [12] use a ual utilities. Katabiet al. [16] present XCP (eXplicit Conges-
temporally-scalable H.263+ video scheme and three-coltion notification Protocol) that conveys information abtug
markers (TCM) that allow ingress routers to promote packdegree of congestion in network paths to application ssurce
ets (i.e., increase their priority). However, this work gt using two separate AQM controllers for utilization and fair
employ congestion control or allow the end flows to beneness. Several other studies include Kelly's optimizatiagthm
fit from unequal priority of the packets since DiffServ can arods [14, 17, 18, 26] and Low's work [22, 23, 24, 25].
bitrarily remark them according to ingress/egress pdicé
peering ISPs. Shiet al. [30, 31] study the problem of “opti- 2.3. Structure of MPEG-4 FGS
mal” assignment of relative priority indexes to video paske
depending on their impact on the quality of received videm. B Recall that FGS (Fine Granular Scalability) [29] is the
sides using a fairly complex packet prioritization schethe, streaming profile of the ISO/IEC MPEG-4 standard, which is
work does not use congestion control or discuss how the net-method of compressing residual video signals into a single
work should treat marked packets. Zhabal. [35] employ enhancement layer that provides a flexible and low-overhead



e, e e e 3.1. Best-Effort Streaming

FGS ! FGS e, In this section, we investigate the effect of random packet
drops on video quality using the example of MPEG-4 FGS

f f (similar results apply to non-FGS layered coding)ve start

base‘ b, ‘ ‘ b, ‘ ‘ b | base ‘ b, ‘ ‘ b, ‘ ‘ b by examining the probabilistic characteristics of packeipd

. . in an FGS frame, derive the expected amounis#fuldata re-
time time covered from each frame, and define the effectiveness of FGS
transmission over a lossy channel.

Assume that long-term network packet Igssan be mod-
eled by a sequence of independent Bernoulli random vagable
X;. EachX; is an indicator function that determines whether

foundation for scaling the enhancement layer to match varacketi is lost or notX; = 1iff packeti is dropped in the net-
able network capacity during streaming. The FGS layer is typvork. ThenP(X; = 1) = 1 — P(X; = 0) = E[X;] = pis the
ically coded at some fixed (very large) bitral&,,, and can average packet loss. Even though this model is a great $impli
be re-scaled to any desired bitrate by discarding a cemtain f cation of real networks and results in the probability ofadint
tion of each EGS frame. ing a burst of lengtlt proportional ta==* (i.e., the tail of burst
Fig. 1 illustrates the operation of MPEG-4 FGS. The figSizes is exponential), it suffices for our purposes (see ithe d
ure shows individual frames from the base layer and the cofussion on RED/ECN earlier in this section).
responding FGS layer. The shaded parts of the enhancemenfNext assume that FGS frame siZésare measured in pack-
layer are the fractions of each frame taken by the serverras pgts and are given bii.d. random variables with a probability
of its rate-scaling mechanism during streaming. Depending Mass function (PMFy; = P(H; = k), k = 1,2,.... The ex-
the optimization goals of the server, it can transmit a fixad4 act distribution of{H;} depends on the frame rate, variation
tion of each frame or use rate-distortion (R-D) models to dyln scene complexity, and the bitrate of the sequence. The-que

namically determine the desired amount of data in each frant#@n we address next is what is the expected amount of use-
(interested readers are referred to [5] for more details). ful packets that the receiver can decode from each framerunde

p—percent random loss? Thus, our goal is to determine the ex-
pectation ofY;, which is the number of consecutively received
packets in a framg.

In the first part of this section, we investigate probatigist ~Lemma 1:Assuming independent Bernoulli packet loss
characteristics of video streaming performance underaand With probability p, the expected number of useful pack-
packet loss. We study a best-effort network, in which rauter€ts in an FGS frame is:
drop video packets uniformly and randomly during congestio ) o

) ; —p
Recall that many studies of.lnternet QoS attempt to improve ElY;] = —2 Z (1-(1- p)k) . Q)
TCP performance by changing drop behavior of the network 2t
from bursty to uniformly random [10, 11]. Thus, it can be ar- Proof: See [15]. -

gued that future networks will deploy such packet drop mech- Throughout the rest of the paper, we examine one particular

anisms more often than the current Internet. Therefpre,swe Histribution of{H,}, in which all FGS frames have the same
sume an independent loss model with exponential tails csltburﬁxed sizeH. Under these conditions, (1) becomes:

length distributions (rather than a heavy-tailed modelcivlis

commonly observed in FIFO queues) and use it throughout the 1—p

ot quees) 9 By = —L - a-p"). @
In the second part of this section, we overcome the dras-

tic reduction of video quality in best-effort streaming afbw

thatpreferentialpacket drops can in fact provide “optimal” per-

formance to the end-user. Thus, following the best-effodl-a

ysis, we study priority-based AQM that supports prefeadnti

streaming and compare it with the best-effort scheme.

Figure 1. Scaling of MPEG-4 FGS using fixed-
size (left) and variable-size (right) frames.

3. Analysisof Video Streaming

This model is compared to actual simulation results in Table
1 for H = 100. As the table shows, even under a reasonably
low packet loss of 1%, the expected number of useful pack-
ets in each frame is only 62; however, the decoder succéssful
receives (on average) a total of 99 packets per frame. Furthe

Finally, we should note that although quality degradatioﬁnore’ under moderate loss ofllo%, only 9 useful packets are re
of multimedia streaming in best-effort networks is well dec covered frqm each frame, while a tot.al of 90 packets per frame
mented, the novelty of this section lies in the derivatiorhef are transmitted over the bottleneck link.
exact closed-form expressions for the penalty inflictedazt-s Further note that motion-compensated enhancement laydes swen
able flows under uniform packet loss and the novel associated more degradations under best-effort loss and are not modetaiiwork.
discussion that is also useful for understanding “optitpabf However, the expected amount of improvement from QoS in suamses
AQM in later sections. is even higher than that in FGS.
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Furthermore, as streaming rates become higher [Are-
comes largen)is[Y;] tends ta(1 —p)/p and the recovered (use-  Figure 2. The number of useful FGS packets in
ful) percentage of each frame tends to zero. This is shown in gach frame (left). Utility of received video (right).
Fig. 2 (left) forp = 0.1, in which the number of useful pack-
ets in the best-effort case quickly saturateglat p)/p = 9
asH becomes large. The same side of the figure also plots tR@ckets are consecutive and thus can be used to enhance the
number of packets that could have been recovered in the “obase layer. Hence, the utility of this framework is alwayg on
timal” case, where alFf (1 — p) packets are useful in decod- regardless of the values pfor H. For example, assuming the
ing (which is clearly the best possible scenario unegrercent Same scenario as in the best-effort case=(0.1, H = 100),
packet loss). preferential streaming deliveten times more useful packets

To quantify the effect of FGS packet transmission on videthan best-effort streaming. The main question now is whethe
quality, we defineutility U of received FGS video as the ra- optimal streaming is possible in practice and how to achieve
tio of the average number of FGS packets used in decoding/&ing scalable AQM methods. We address this issue next.
video frame (i.e. E[Y;]) to the total number of received FGS

packets (i.e.H — pH): 4. Preferential Video Streaming Framework
U_ ElY;] 1-(1-p)H 3) In this section, we introduce a new video streaming
- H(1—-p) Hp ’ framework calledPartitioned Enhancement Layer Stream-

. _ing (PELS) that operates in conjunction with priority-queuing
where the last expansion holds for the constant frame SiZ&)M routers in network paths. In the PELS framework, ap-
model in (2). For instance, we gy’f): 0.1withp=0.1andH pjications partition the enhancement layer into two layers
= 100, which means that only 10% of the received FGS paclyg yoluntarily mark their packets using different prior-
ets are useful in enhancing the base layer. This result is fyfy, cjasses, allowing the network routers to discriminate
ther illustrated in Fig. 2 (right), which plots the utilityf best-  yatween the packets based on their priority (no per-flow man-
effort streaming and the “optimal” utility for different iges agement is required).
of H andp = 0.1. As the figure shows, the utility of best- ~Recall that coded video frames carry information that has
effort video drops to zero inverse proportionally to theueal gifferent importance to the end user — the lower layers anemo
of H, which means that al — oo (|e fendlng_rates be- sensitive to packet loss than the higher layers. The base lay
come higher), the decoder receives “junk” data with probab|(being most sensitive) iequiredfor displaying video appro-

ity 1. priately at the receiver and thus is transmitted using tgé-hi
est priority class. This ensures that the base layer is épp
3.2. Optimal Preferential Streaming only when the entire FGS layer is discarded by the routers.

The reason for splitting the FGS layer into two priorities is

In this section, we discuss the “optimal” streaming methoelso simple to understand. Bytes in the lower part of the FGS
that can provide high end-user utility and significant gyali layer are more important than those in the higher part becaus
improvement along AQM-enabled network paths. In order t¢he former includes the information needed to properly deco
achieve the maximum end-user utility (i.€/, = 1), routers the latter. Due to this nature of FGS streams, dropping pack-
must drop the upper parts of the FGS layer during congesti@ns randomly (as in the best-effort network) does not pigper
and transmit only the lower parts since consecutive lower poprotect the lower parts of FGS even under moderate conges-
tions of the FGS layer can enhance the base layer, while atign. Hence, to protect the lower portions of FGS frames and
gaps in the delivered data typically render the remaindén@f drop the upper parts, preferential treatment of not onlyotee
layer useless. Fig. 3 depicts the difference between tred iddayer, but also the enhancement layer is highly desirable.
and random drop patterns in an enhancement frame and shows
that all dropped packets must occupy the upper portion of th1. Router Queue Management
FGS layer to achieve optimality.

Since for a given drop ratg, the “optimal” AQM scheme In this section, we discuss queuing disciplines necessary t
dropspH packets from the upper part of the FGS frame andupport PELS and how applications should assign priority to
protects the remainindZ(1 — p) packets, all received FGS their packets. To separate video traffic from the rest of the



H pH —discarded
transmitted
sizex;
Useful : yeIIowI yellow: (1-p)x .
1 IUseful red
Random Optimal PELS Queue framei
Figure 3. Useful data in each frame under ran- Figure 4. Router queues for PELS framework
dom (left) and ideal (right) loss patterns. (left). Partitioning of the FGS layer into two lay-

ers and PELS coloring of FGS packets (right).

flows, the proposed PELS architecture must maintain in each
network router two types of queues — the PELS queue arY¢f€o at the receiver, it will send red packets to probe for-co
the Internet queue. The PELS queue is further subdivided ing€stion and back-off (i.e., reduce the total sending rateng
green, yellow, and red priority queues to service markedimul the loss of any red packets to protect the yellow/green queue
media packets, while the Internet queue serves all other-(ndT0m upcoming congestion.
multimedia) Internet traffic in a regular FIFO fashion. To en We should make several other interesting observations.
sure that network bandwidth is shared “fairly” between PEL&irst, notice that PELS assumes certain stationarity of the
applications and other Internet traffic, we employ weighte@nd-to-end path (all packets take the same route) and tke pre
round-robin (WRR) scheduling between the PELS and Intefnce of PELS-enabled AQM at thisottieneckrouter. The
net queues. Recall that WRR can provide a desired level #frmer assumption is common to all flows using conges-
fairess between several types of traffic by allocating a cetion control (i.e., multi-path routing and/or route chasge
tain fraction of the outgoing link to each queue as shown ifake the control loop produce unpredictable results). @he |
Fig. 4 (left). This allows de-centralized administrativexbil- ~ ter assumption is very relaxed since it does not reqalfe
ity in selecting the weights and assigning proper “impoectgin  routers to deploy PELS at the same time. Our second observa-
to different classes of traffic. tion is that priority queuing in PELS is low-overhead, fldeib

It is easy to see that the PELS queue must emplsyriet does not require support f_rom DiffServ or use of p_er-_flow man-
priority queuing discipline to maximize the resulting vide 29ément, and can be implemented using priority queues
quality for a given total throughput budget. Since the h'rghea_‘Va”ab"? in many existing router h_ardware/soft_war.e solu-
parts of the FGS frame cannot be decoded without the pré#@ns. Finally, PELS does not require communication be-
ence of the lower parts, each router has no reason to transif€en routers and leaves the decisions of how to mark packets
the higher parts before sending the lower ones. This implié@ the end-user (i.e., pushes complexity outside the net-
that network routers must use queuing mechanisms that do ARrK)-
allow low-priority packets to pass unéll high-priority packets
are fully transmitted. Note that, in general, strict pipqueue- 4.2, FGS Partitioning and Packet Coloring
ing is frowned upon since it leads to starvation in low-gtior
gueues and denial-of-service effects for certain flows;dwan In a practical network environment (such as the Inter-
this situation does not arise in PELS since each flow sendsat), packet loss and available bandwidth are not constant
certain amount of high-priority (i.e., green) packets almhgs and change dynamically depending on cross traffic, link-qual
receives non-negligible service from the network. In fatdy- ity, routing updates, etc. Hence, streaming servers mush of
vation in low-priority (i.e., red) queues is equivalent @0% probe for newly available bandwidth as part of congestiam co
loss in these queues and has very little effect on the regultitrol and continuously send low-priority packets under the
quality since it affects only the upper parts of each enhancassumption that these probes (and only they) will get lost du
ment frame (more on this below). ing congestion.

Since PELS application sources can arbitrarily mark their Fig. 4 (right) illustrates one possible partitioning of FGS
packets, we must next ensure that no end-user gains anythimges into two priority classes (i.e., yellow and red) thahc
by marking all of its FGS packets with high priority (i.e., achieve “optimal” utility discussed in section 3.2. The figu
green). Such “misbehaving” sources will increase congasti shows that the server sends bytes from each enhancement
in the green queues, which will result in (uniform) randonframei (wherez; is given by congestion control and is derived
losses in their base layers and will quickly degrade the rérom R,,,, using rate scaling algorithms [5]). The transmit-
sulting quality of their own video. Similarly, end-flows hev ted section of each FGS frame is divided into two segments —
little incentive in sending too many yellow packets or beindhe lower segment of sizd — ~)x; is all yellow and the up-
congestion-indifferent. Thus, if each application is disk] per segment of sizex; is all red. The division into red and
independent entity that attempts to maximize the utilitytef yellow packets depends on how conservative (many red pack-



ets and large) or optimistic (few red packets and sma)lthe c=05 c=3

server wants to be. o6 o
In an ideal network with stationary packet lgsé the en- ’
hancement layer, the server can setgstich thatyz; is equal . 06 0
to px;. This will ensure thaall red packets are lost and that ex- 04
actly (1 — p)z; yellow packets are recovered for decoding (this 0z
is the best scenario under any circumstances). In prabiee, 05 0
ever, keeping red packet logg at 100% is not feasible since * Time (ssconds) * Time (ssconds)
any slight increase ip (caused by a new flow joining the net- Figure 5. Stability of ~ with different o.

work or change in network conditions) will “spill” the losstd

the yellow queue, effectively creating a best-effort FIRD-s S . T . L
7 . . Considering this general intuition, we next investigaténgle
ation in the yellow queue. Thus, proper and dynamic selectio

L . proportional controller that adjusts based on the measured

of v is important (see the next section). acket losg (k) and target red packet l0ps,..

The other issue to address is congestion control. Evepn 4 g P B
thom_Jgh red queues can be us_ed to isolate increasi_ng pasketlo ~ (k) =~ (k — 1)+ o(pi(k — 1) /pinr — 7i(k — 1)), (4)
p without reducing the sending rate of the flow (i.e., by pro-
portionally increasingy), the resulting situation will lead to where index: represents flow numbep; (k) is the measured
“trashing” the network with numerous red packets that everaveragepacket loss in the entire FGS layer for flawdur-
tually get dropped at the bottleneck link. To prevent wadte ang intervalk, ando is controller's gain parameter. Note that
bandwidth on the path to the bottleneck, the server must infi — p,;,.)yz; is the amount of cushion left by the server for
plement elastic congestion control and reduce its rate whethe yellow packets. For exampley,,, = 0.75 means that 25%
ever it loses either yellow or red packets (the loss of greewf the red queue works to protect the yellow queue against sud
packets means that there is not enough bandwidth to sugen (unexpected) increase in packet loss.
port the base layer and no meaningful streaming can continue Note that, in general, the measuremenpgf) is coupled
Since all flows in our model use PELS and the same congesith congestion control and should be provided by its feed-
tion control, they all back-off during the loss of red pacsketback loop (we discuss this in section 5). Next notice that the

and keep the amount of “waste” to a minimum. controller in (4) is stable if the following is satisfied.
Lemma 2: The controller (4) is stabléf 0 < o < 2.
4.3. Selection of ~ Proof: See [15]. [ ]

Note that in a real network environment, feedback delays
qare often involved. Assuming arbitrary round-trip delyfor

Recall that partitioning of the FGS layer into yellow/re
P ¢ Y y i, (4) becomes:

packets attempts to ensure that only the upper sections flﬂw
each frame are dropped during congestion; however, the per- B =~ (k— D, (LD, ik — D, 5
formance of PELS depends on the selectiory ahd the level i(k) = m( i) + o (pi i)/ ehr — Yi( i) (5)

of congestion at the bottleneck link. In order for PELS to e € Then we have a stronger version of the previous lemma that
fective, we must ensure that when flows probe for new bandhows stability of the resulting controller under arbiyrate-
width, they do not incur such high levels of congestion as tgyys.

force packet loss in the yellow priority queue. Hence, gizen Lemma 3: The controller (5) is stabldf 0 < o < 2.
control intervalk with packet losg (k) in the FGS layer, how Proof: See [15].

can the server make sure that there will be no loss anyehg Next, we derive the effect that (4)-(5) have on the packet
low packets during interval + 1? loss in the red queues.

Intuitively, v should be adjusted according to packet 10Ss | smma 4: Assuming stationary packet logs both con-
measured during intervélto keep the resulting red logs: = gllers (4)-(5) converge red packet [gss to py...
px;/~yx; = p/v atacertain thresholg,.. The most optimistic Proof: See [15]. / n

approach suggesis,, ~ 1 (which leads to the largest util-

ity U~ 1) and the most pessim_istic_ approach kepps ~ p cally difficult, Fig. 5 depicts the behavior of k) with different
(which leads to the best-effort utility in the enhancemeyef). (we use a heavy-loss case wjth= 0.5 andp;,,. — 0.75 in

Based upon these observations, we seek a middle groundifls example). As the figure shows(k) is stabilized at the sta-
which pp,,- can be stabilized between 70 and 90% using SiMionary pointy* = p/pene ~ 0.67 wheno = 0.5, while it is
ple closed-loop control methods that adjydiased on the fol- |, \staple whem = 3.
lowing rules:

To illustrate that selection af is important, but not drasti-

The resulting utility of received video in PELS under dy-
namically changingy is lower-bounded by the following (as-
suming that only yellow packets are recovered from the FGS
e Decreasey whenp decreases. layer):

e Increasey whenp increases



applications, rate adjustment is not continuous, we use-a di

U > H(1—7) _1 *P/Pthr_ (6) Crete form of (7). However, notice that the classical diszre
~ H(1-p) 1-p Kelly control studied by [14] and others shows stability fpro
Thus, the utility of PELS is at least 0.96 for= 0.1 andp,;,, = lems when the feedback delay becomes large [34]. Hence, we

0.75 and at least 0.996 fgr = 0.01 and the same threshold. employ a slightly modified discrete version of this framekwvor
Although PELS does not achieve “optimality” fpf,, < 1, it calledMax-min Kelly Contro(MKC) [34]:
comes very close to it and at the same time avoids the pitfalls ri(k) = ri(k — D;) + a — Bri(k — D)p(k — D7), (8)

of the optimal method. ) o )
wherer; (k) is the rate of sourceéduring intervalk, D;~ is the

backward delay from the router to sourgeD; is the round
trip delay of flowi, and packet losg; is fed back from the

Congestion control is necessary for streaming applicatiofn0St-congesteresource (this provides max-min resource al-
to provide a high level of video quality to end users and avoitpcation instead of proportionally fair). The packet lassom-
wasting network resources with packets that are eventualyted inside router at discrete intervals and inserted into all
dropped in congested queues. Many control methods dynaR@SSing packets:

5. Congestion Control for Video

ically adjust the sending rate of end-flows based on network ZjeSl ri(k — Djﬁ) —

feedback and aim to achieve a stable tradeoff between under- pi(k) = S e (k—D7) )
utilization of resources and network congestion (i.e.,kpac _ jes -

loss). wheres; is the set of sources sending packets through rduter

Recent studies have focused on developing smooth congéd;” is the forward delay from sourcgto the router, and’; is
tion control schemes for multimedia streaming (e.g., TFBIC [ link capacity of routet. The stability of system (8)-(9) is for-
and binomial algorithms [1]) after AIMD (Additive Increase Malized as follows.
Multiplicative Decrease) was unofficially found to be “unac  Lemma 5:System (8)-(9) is stable under heterogeneous de-
ceptable” for video streaming due to its large rate flucarati  1aysiff 0 <5 < 2.

Nonetheless, these new control schemes often do not have sta Proof: See [34]. _ _ u
tionary points in the operating range of typical applicatiand ~ We apply (8) for rate control in PELS streaming and inves-
continuously oscillate [34]. tigate its control characteristics including:

Among many recent game-theoretic and optimization meth- ¢ Convergence to a single stationary point
ods [14, 17, 18, 22, 23, 24, 25, 26], we selected Kelly’s con-
gestion control framework (callggroportional fairnes417]), ) .
since it is stable, efficient, and fair under various netnak- From (8) and (9), we next derive stationary ratgsf end flows
ditions. In this section, we study Kelly’s controls, apphemn N the equilibrium point and show that (8) has no oscillagiam
to PELS streaming, and investigate whether their perfoomanthe steady state. _
provides the necessary foundation for achieving our golls o Leémma 6:Regardless of the feedback delay, the stationary
smooth, high-quality video streaming. rater; of each flow is:

In general, it is important to remember that PELSnide- i «
pendenbf congestion control and can be utilized with any end- TN T 3 (10)
to-end or AQM scheme. Thus, the complexity of implementing  Proof: See [15]. ]

Kelly controls inside routers should be de-coupled front tia Thus, unlike AIMD or TCP, MKC does not penalize flows

PELS since the latter does not require the presence of the favith higher RTT and further converges to a single stationary

mer. Kelly controls are studied here as an example of one pgmint with no oscillation.

sible scheme that supplements PELS with smoothly changing Next notice that priority queueing in PELS imposes in-

rates. We leave the study of additional methods for futunkwo creased delays on red packets and that the utilization &f eac
priority class directly affects delay characteristicabbfqueues

5.1. Continuous-Feedback Control with lower priority. Since green packets have much smaller
queuing delays than yellow or red packets, it is temptingte p

Although Kelly’s controls have attracted significant attenvide feedback only in green packets. However, since the base
tion, their application to video streaming is limited to [B] layer is sent at significantly lower rates than the enhanaéme
which Daiet al. use an application-friendly form of the con- layer, this method introduces unnecessary feedback deisys

e Fairness between flows.

*

troller given by: to large inter-packet spacing of the base layer. Thus, &3y &
dr(t) conclude that network feedback must be inserted by theroute
:lt =a— Bp(t)r(t), (7) into all passing packets (regardless of their color) for timely

delivery to the end flows. Below, we discuss methods to dis-
wherer(¢) is the rate of the flowp(t) is packet loss (feedback card out-of-sequence (i.e., outdated) feedback that masear
from the network) and 3 are gain parameters. Since in realin red/yellow packets.
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5.2. PELSImplementation

reflect the implementation of the PELS framework where the
We implemented new agents and a priority-based AQNbuter purposely delays its feedback Byunits, we need to
mechanism for PELS streaming in the2 network simula- modify the model of packet loss in (9) to become:
tor [27]. PELS application sources mark their packets with 3 ri(k—T— D) —C
three priority levels (i.e., green, yellow, and red) and &yp pi(k) = JjeS; I J ! (12)
MKC for rate control. Computation of packet los&k) is per- Z]ESJ ri(k =T — Dj)

formed by the router on a discrete time scal&'a@fime units and o . .
then injected into the header of each packet passing throuSI%ablllty of system (8)-(12) is proved using the same arguse

the router (note that feedback information is a queue-fipeci s'in Lemma 5 [34] and is omitted from this paper.

metric). Each new computation pfk) increases router’s local . .
epoch numbet to prevent sources from reacting to the samg' Simulation Results
feedback more than once as well as to suppress outdated vaI—In this section, we present simulation resuits of PELS in-
ues ofp(k) created by re-ordering inside PELS queues. Label ’

(router ID, z, p(k)) is provided to end flows through the headerCIudIng the properties of(k), MKC congestion control, PELS

of the packets queued at the bottleneck link. queuing _delay,. and PELS video quality. We start by describ-
Once received by the end-user, feedback) is sent in ing the simulation setup.

ACKs to the source, which applies rate adjustments accor " Simulation Setu

ing to (8) as long as it has not seen this feedback before. The™ P

use of epoch numbers allows the source to keep the frequency,

of its control loop in sync with that of the router and ensure;nul,[iple PELS and TCP sources connecting to a single bottle-

stability of the res.ultmg system. ) , heck link. As shown in Fig. 6, the capacity of the bottlenezk i
We next describe the above two algorithms in more detall /s \yhile the rest of the links are 10 mb/s. In all simula-

Upon arrival and queuing of a packitthe router increments i, one video frame (63,000 bytes including the baser)aye

its local counterS by the size of the packeg: S = 5 + s;. consists of 126 packets, 500 bytes each (these numbers-are de

Then once every time units, the router computes new totaled from MPEG-4 coded CIF Foreman). We mark 21 pack-
rate 12, new packet losg, increments its epoch numberand ets in each frame as green to protect the base layer of the se-
resets the byte counter:

Forns2 simulations, we use a simple bar-bell topology with

guence.
g R_cC Recall that router queues in our framework completely sep-
R = TP= TR A= +1,5=0. (11) arate the PELS flows from the traffic in the Internet queue. In

our simulations, we allocate 50% of the bottleneck link tdPTC
To verify the “freshness” of feedback, each PELS sourcecross-traffic; however, since the PELS and Internet queaes d

checks feedback sequence numben the acknowledgment not affects each other in any way, we only focus on PELS flows

and ignores feedback with less than or equal to its current and omit discussion of what happens to TCP traffic.

epoch numbetr;; otherwise,z; is set toz and a new send-

ing rate is computed using (8). When there are multiple reutep_2. Stability Properties of

along an end-to-end path, each router compares usth that

inside arriving packets and overrides the existing valug iin In this section, we show simulation results regarding sta-

its packet loss is larger than the current loss recordedeén thility of (k) computed by end-flows using dynamically vary-

header. End flows use theuter ID field to keep track of feed- ing packet los(k). Fig. 7 (left) shows the evolution of(k)

back freshness and react to possible shifts of the bottksnec obtained by running PELS streaming simulations&® with
Selection of intervall’ depends on the desired responsivetwo different average packet losses ane- 0.5. In the begin-

ness of the PELS framework to network conditions, but doeasing, v drops from the initial value of 0.5 to the lowest possi-

not affect stability of the system as a whole. To analyticall ble thresholdy,,.,, = 0.05 since there is no packet loss (i.e., the
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flows slowly probe for new bandwidth). When packets start be-

ing dropped during congestiof,increases until it is stabilized

aty* = p*/pwn-. Small oscillations ofy(k) after it reaches the

stationary point is caused by small variation in feedb@@. 13 seconds, both flows converge to a fair allocation of link’s
Fig. 7 (right) illustrates red packet drop rajgscorrespond- bandwidth. For additional simulations of MKC with non-etjua

ing to the values ofy on the left side the figure. As shown in feedback delays, see [5, 34].

the figure, red packet loss is stabilized at the target tiotdsh

ratep:,, = 75% regardless of the value of(i.e., 7% or 14%). g5 PSNR Quality Evaluation
Since the red loss never reaches 100%, all of yellow packets

are protected and experience (ideal) zero-loss conditions In this section, we compare the proposed preferen-
tial streaming scheme with the best-effort method using
6.3. Delay Characteristicsof PELS PSNR quality curves. Through simulation, we obtained

packet loss statistics of each FGS frame and then ap-

Recall that AQM routers in the PELS framework employplied them to the video sequence offline. We enhanced each
three priority queues for preferential treatment of gre@l;  base-layer frame using consecutively received FGS pack-
low, and red packets. Fig. 8 illustrates delays of greert)(lefets and plotted PSNR quality curves accordingly. Aggregate
and yellow (right) packets and Fig. 9 (left) depicts delajs opacket loss was calculated in the router'at 30 ms time in-
red packets. Theses delays are obtained by runmé®ysim-  tervals.
ulations in which at every 50 seconds, two new flows entered Our main puzzle in this section was to properly select a
the system with the initial rate of 128 kb/s (i.e., the raté¢hef “generic” brand of best-effort streaming that adequately-r
base layer). resents existing (non-QoS) approaches. Although thereware

First notice that green and yellow packets have very smatherous methods of streaming video over the Internet (includ
delays compared to those of red packets. The average delayg TCP, FEC-protected transmission, and various non-AlIMD
of green and yellow packets are only 16 and 25 ms, respa@ethods), we aim to compare PELS with an alternative frame-
tively, while the average delays of red packets reach asdsghwork that: 1) does not retransmit any lost packets; and 23 doe
400 ms. Further notice that after 100 seconds, red packet det send any error-correcting codes. Since no such frankewor
lays increase every 50 seconds since each new flow further esdsts to our knowledge, we use AQM-enabled MKC under the
duces the available bandwidth and increases congestidre in issumption that the base layer is “magically” protectediat a
red queue. These results are expected from the use of prigimes. If packet loss is allowed in the base layer and retrans
ity queuing in the routers and have no harmful effect on PELfission is suppressed, best-effort streaming simply besom
flows as loss or delays in the red queue have minimum inimpossible due to propagation of losses throughout each GOP
pact on the video quality (in fact, the purpose of red pacieets (Group of Pictures). Thus, we protected the entire base Iaye

to be lost in the network and protect the yellow queue). the best-effort case and allowed random loss only in the FGS
layer to keep this approach even remotely competitive with
6.4. Propertiesof PELS Congestion Control PELS.

We first examine PSNR of the Foreman sequence recon-

We next study characteristics of MKC congestion contrastructed with 10% network packet loss (left of Fig. 10). As
coupled with the PELS queuing framework. Fig. 9 (right) il-shown in the figure, best-effort streaming improves the base
lustrates convergence of two PELS flows to 50% of the availayer PSNR by approximately 24% on average, while PELS
able PELS capacity (i.e., 1 mb/s each) for= 20 kb/s and enhances it by 60%.
8 = 0.5. In the figure, flow F1 starts at time zero with the ini- Next, we examine the case with higher packet loss. Fig. 10
tial ratery = 128 kb/s and then converges to the full link capacfright) illustrates the PSNR curve of the same Foreman se-
ity at around 0.1 seconds exponentially claiming the alsédla quence reconstructed with 19% packet loss. In this casdég whi
bandwidth. It maintains the equilibrium rate until the sedo the best-effort method improves the base-layer PSNR only by
flow F2 starts at = 10 secondsif, = 128 kb/s). After another 16%, PELS improves it by 55%.
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From the curvesin Fig. 10, we also observe that the PSNR of
best-effort streaming varies by as much as 15 dB (even thoug[:;]n4
the sending rates of MKC are perfectly smooth) and provides a
highly-fluctuating quality that is similar to that achieV@lwith ~ [15]
AIMD [5]. On the contrary, PELS maintains a much higher
PSNR throughout the entire sequence and keeps quality f|Uﬁ-6]
tuation to a minimum, which can be further reduced using so-
phisticated R-D scaling methods [5] (not used in this work)[17]
Thus, we can conclude that PELS streaming provides an effec-
tive and low-overhead QoS foundation for scalable multiaed [1g)
streaming in the future Internet.

. [19]
7. Conclusion
[20]

This paper studied characteristics of video streaming in
best-effort networks and proposed a preferential stregumi
framework (PELS) that can provide a high level of end-usepz)
QoS. We further studied modified Kelly controls in conjunati
with PELS and found that they presented a good foundation fd#3!
future video streaming in AQM environments. Since the PELS, ,
framework is independent of congestion control methods em-
ployed, it can be further used with a variety of existing amd f [25]
ture game-theoretic or optimization-based controllers. [26]
[27]
[28]
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