
 

 

C
o

m
p

u
te

r 
S

c
ie

n
c
e

, 
T

e
x
a

s
 A

&
M

 U
n

iv
e

rs
it
y

 

1 

Around the Web in Six Weeks: 

Documenting a Large-Scale Crawl 

Sarker Tanzir Ahmed, Clint Sparkman, Hsin-

Tsang Lee, and Dmitri Loguinov 

 
Internet Research Lab 
Department of Computer Science and Engineering 
Texas A&M University 

April 29, 2015 



 

 

C
o

m
p

u
te

r 
S

c
ie

n
c
e

, 
T

e
x
a

s
 A

&
M

 U
n

iv
e

rs
it
y

 

2 

Agenda 

ÅIntroduction 

ÅBackground 

ÅCrawl Analysis 

Page-Level  

Server-Level 

ÅInternet Coverage  

ÅExtrapolation 

ÅConclusion 



 

 

C
o

m
p

u
te

r 
S

c
ie

n
c
e

, 
T

e
x
a

s
 A

&
M

 U
n

iv
e

rs
it
y

 

3 

Introduction 

ÅWeb crawling is a challenging experiment 

Its perceived difficulty hinders non-commercial endeavors 

ÅIndustry has been the major player 

Reluctant to disclose actual methodology 

ÅAcademic endeavors are limited 

Popular belief that a Internet-wide requires huge hardware 

setup 

Most published crawls are rather limited in size and span in 

the Internet and lack useful details about the crawl 

No standard methodology to compare different crawls 
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Introduction (2) 

ÅOur IRLbot crawl experiment in 2007 is the largest 

non-commercial crawl of the Internet to this date 

Collected 7.3B pages in 41 days using a single crawler node 

ÅHere the objective is to dissect the collected data 

Analyze Internet wide coverage, spam avoidance etc 

Compare to commercial search engines using a novel method 
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Background - Inside a Web Crawler 

 

 

 

ÅF 

 

ÅForms a cycle where each component has to keep up 
to persist the crawl rate S 

ÅExample: IRLbotôs duplicate elimination rate was over 
100K/s with peak rate S=3 K pps, m= h=1  

 

 

 

 

 

 

 

 

Term Description 

D # of downloaded pages 

q Fraction of HTML 

pages 

l  Links/page 

p Fraction of unseen links 

h # of crawler nodes 

S Crawl rate (pages/sec) 

Dqlp 

Dqlp/ h 

Dql 

Dq(lp-1)/ h 
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Background ï Crawler Design (2) 

ÅCrawl design boils down to a trade-off f D/ h, S/ h, q, lg  
Increase in one typically results in decrease in others 

ÅDifferent methods of scaling S in existing literature 

Clear trade-off between D and S  
Reduce q by crawling non-HTMLs (Mercator) 

Eliminate dynamic URLs to reduce l   (ClueWeb09) 

Eliminate disk-based duplicate elimination by RAM-based 

method (UbiCrawler, WebBase), or by revisiting same pages 

(Internet Archive)  

ÅNone of at-least-50M page crawls have real-time spam 

avoidance or global frontier prioritization 

IRLbot uses real-time frontier prioritization  
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Background ï Crawler Design (3) 

ÅAmong distributed crawlers, one of the most prominent 

is ClueWeb09 

Parallelized Apache Nutch to 1600 processors in Google-

NSF-IBM cluster and discarded all dynamic links (i.e., 
dropping l by 84%) 

Crawled 1B pages in 52 days at average rate 222 pps 

ÅSome IRLbot Configuration and Features 

Used m= h=1, (i.e., one single crawler node, seeded from 

only www.tamu.edu) 

Highest q and unrestricted l  

Used real-time frontier prioritization based on the PLD graph 

Rate S and D determined by factors outside our control (i.e., 

university bandwidth) 

Collected D=7.3B  pages in 41 days at average rate 2K pps 
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Page-Level Analysis ï URL Cycle 

 

 

 

 

 

 

 

 
 

Admitted  URLs 

8,267,316,148 

Non -text/html 

86,476,067 

Connect  

7,606,109,371 

Valid replies 

7,437,281,300 

Full download  

7,350,805,233 

HTML 200 OK 

6,380,051,942 

HTTP errors 

970,753,291 

Found URLs 

7,013,367,237 

Found URLs 

387,605,655,905 

Total found URLs 

394,619,023,142 

Fail checks  

13,291,356,96

5 

 

Crawlable URLs  

377,995,369,202 

HTTP errors 

6,770,784 

 

Network errors  

162,057,287 

Unique edges 

310,361,986,596 

 

Unique URLs 

41,502,195,631 

 

Blacklisted  

3,281,661 

 

No DNS 

208,681,137 

 

Robot errors  

449,243,979 

Pass checks  

381,327,666,17

7 

 

Missing  ext  

78,938,236,200 

 

Dynamic/HTML  

296,495,542,495 

 

Unknown  ext  

2,561,590,507 

 

Bad ext  

3,332,296,975 

 

URLs with valid host  

8,058,635,011 

13.2% 1.1% 

0.1% 

3.3% 

0.9% 

2.5% 5.6% 0.04% 

2.1% 

97.8% 98.9% 86.8% 

94.4% 

96.7% 

0.6% 20.7% 77.8% 

Robot error type URLs affected 

Robots.txt disallow 296,966,591 

Network error on robots.txt 106,638,856 

HTTP error on robots.txt 24,221,293 

Robots.txt forbidden 20,621,185 

Robots.txt loop 612,160 

Robots.txt over 64KB 183,894 

Total 449,243,979 
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Page-Level Analysis ï URL Statistics 

 

 

 

 

 

 

 

 
 

Admitted  URLs 

8,267,316,148 

Non -text/html 

86,476,067 

Connect  

7,606,109,371 

Valid replies 

7,437,281,300 

Full download  

7,350,805,233 

HTML 200 OK 

6,380,051,942 

HTTP errors 

970,753,291 

Found URLs 

7,013,367,237 

Found URLs 

387,605,655,905 

Total found URLs 

394,619,023,142 

Fail checks  

13,291,356,96

5 

 

Crawlable URLs  

377,995,369,202 

HTTP errors 

6,770,784 

 

Network errors  

162,057,287 

Unique edges 

310,361,986,596 

 

Unique URLs 

41,502,195,631 

 

Blacklisted  

3,281,661 

 

No DNS 

208,681,137 

 

Robot errors  

449,243,979 

Pass checks  

381,327,666,17
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Missing  ext  

78,938,236,200 

 

Dynamic/HTML  

296,495,542,495 

 

Unknown  ext  

2,561,590,507 

 

Bad ext  

3,332,296,975 

 

URLs with valid host  

8,058,635,011 

13.2% 1.1% 

0.1% 

3.3% 

0.9% 

2.5% 5.6% 0.04% 

2.1% 

97.8% 98.9% 86.8% 

94.4% 

96.7% 

0.6% 20.7% 77.8% 

Network error type URLs affected 

Connect fail 124,752,717 

Receive fail 36,534,906 

Slow download 421,427 

Page over 4MB 338,872 

Send fail 9,365 

Total 162,057,287 


